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ABSTRACT

The offset-midpoint traveltime pyramid describes the diffraction traveltime of a point diffractor in homogeneous media. We have developed an analytic approximation for the P-wave offset-midpoint traveltime pyramid for homogeneous orthorhombic media. In this approximation, a perturbation method and the Shanks transform were implemented to derive the analytic expressions for the horizontal slowness components of P-waves in orthorhombic media. Numerical examples were shown to analyze the proposed traveltime pyramid formula and determined its accuracy and the application in calculating migration isochrones and reflection traveltime. The proposed offset-midpoint traveltime formula is useful for Kirchhoff prestack time migration and migration velocity analysis for orthorhombic media.

INTRODUCTION

Time migration is a standard step of seismic data processing. The phase-shift migration is often used to handle the poststack and prestack data from vertically heterogeneous models. For the prestack phase-shift migration of common-midpoint gathers, the phase-shift function is constructed by a double-square-root equation in terms of the wavenumber (slowness) components defined in midpoint-offset domain (Yilmaz [2001], p. 638). The multiple integrals in phase-shift migration can be treated by the stationary phase method. Alkhalifah (2000a, 2000b) uses the stationary phase method to obtain an asymptotic solution of the multiple integral of an oscillatory function in the prestack phase-shift offset-midpoint migration for transversely isotropic media with a vertical symmetry axis (VTI). In the oscillatory function, the P-wave traveltime at the stationary point is described by an offset-midpoint traveltime equation, which is also called the offset-midpoint traveltime pyramid or Cheops’ pyramid (Claerbout [1985], pp. 164–166; Alkhalifah, 2000a) because of the shape of the offset-midpoint traveltime surface. This treatment of the phase-shift migration leads to the Kirchhoff prestack migration using straight rays, which is extremely efficient for time-domain migration of prestack seismic data, and subsequent migration-based velocity analysis.

The offset-midpoint traveltime pyramid controls the phase term in the Kirchhoff prestack migration based on straight rays. For isotropic media, the P-wave offset-midpoint traveltime pyramid is expressed by a very simple analytic equation (Claerbout [1985], p. 163). For general anisotropic media, it is impossible to find exact and analytic expressions for the offset-midpoint traveltime pyramid of P-waves. Even for VTI media, one cannot find such analytic expression because there exists no exact and analytic relation between phase and group velocities. Although numerical methods for solving inverse problems may accurately obtain the P-wave offset-midpoint traveltime pyramid for general anisotropic media, this significantly decreases the efficiency of the Kirchhoff prestack time migration. A common way to overcome this problem is to find approximate analytic solutions using perturbation theory. In this way, an approximate traveltime formula can be found for the complex medium under consideration by seeking a small perturbation from an analytic solution valid for a simpler reference medium. For instance, the traveltime of body waves in weakly anisotropic media can be calculated along the reference ray in an isotropic background, in which the weak anisotropy parameters are taken as the perturbation parameters (Farra and Psencik, 2013a, 2013b); the eikonal equation for transversely isotropic media can also be solved by perturbation approaches, and the anellipticity parameter plays the role of perturbation parameter (Stovas and Alkhalifah, 2012, 2013). Recently, we applied a similar perturbation technique to obtain the analytic formulas for offset-midpoint traveltime pyra-
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mids of P-waves in tilted transversely isotropic media (Hao and Stovas, 2014, 2015) and the horizontal transversely isotropic media (Hao et al., 2015).

Orthorhombic anisotropy is characterized by three mutually orthogonal planes of mirror symmetry (Tsvankin [2001], pp. 10–11). Orthorhombic symmetry provides a more realistic description of sedimentsary basins with parallel vertical fractures or isotropic media with two orthogonal sets of vertical fractures (Schoenberg and Helbig, 1997; Bakulin et al., 2000). An elastic orthorhombic medium includes nine independent stiffness coefficients and three mutually orthogonal planes of mirror symmetry. In each symmetry plane, the medium exhibits transverse isotropy. In this kind of media, the P-wave phase and group velocities are exactly characterized by all nine independent stiffness coefficients. Tsvankin’s (1997) notation is widely used to parameterize elastic orthorhombic media. Because the P-wave traveltime and velocity are insensitive to the velocity parameter of S-waves in Tsvankin’s (1997) notation, the acoustic approximation (Alkhalifah, 2003) provides a practical assumption for seismic modeling and inversion of P-wave kinematics (e.g., velocity and traveltime) for orthorhombic media. For such models, the S-wave velocities along the three symmetry axes are assumed to be zero. Only six independent parameters are required to describe the P-wave phase and group velocities in this kind of medium. Alkhalifah’s (2003) notation is normally used to parameterize the acoustic orthorhombic media.

In this paper, we present the P-wave offset-midpoint traveltime pyramid for homogeneous orthorhombic media. We modify Alkhalifah’s (2003) notation to characterize P-wave slowness surface for orthorhombic media by replacing the Thomsen (1986)-type parameter δp by the corresponding anellipticity parameter. From the prestack phase-shift migration operator for offset-midpoint gathers, the P-wave traveltime at the stationary point is derived by the combi-stack phase-shift migration operator for offset-midpoint gathers, the P-wave phase and group velocities are exactly characterized by all nine independent stiffness coefficients. Tsvankin’s (2014, 2015) and the horizontal transversely isotropic media mids of P-waves in tilted transversely isotropic media (Hao and Stovas, 2014, 2015) and the horizontal transversely isotropic media (Hao et al., 2015).

**KIRCHHOFF PRESTACK TIME MIGRATION**

The single-trace response of the 3D prestack time-domain phase-shift migration defined in the half-offset-midpoint domain for homogeneous anisotropic media reads (Hao et al., 2015; Appendix A)

\[ P(x_1, x_2, h_1 = 0, h_2 = 0, \tau, t = 0) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{P}(x_1^0, x_2^0, h_1^0, h_2^0, \tau = 0, \omega) \cdot \text{exp}(i\omega T) d\omega dk_{h_1}^0 dk_{h_2}^0 dk_{1}^0 dk_{2}^0, \]

(1)

where subscripts 1 and 2 denote the x- and y-axes of an acquisition system, respectively; t denotes the time; \( \omega \) denotes the angular frequency; \( P(x_1, x_2, h_1, h_2, \tau, t) \) denotes the time-domain common-midpoint data extrapolated to the “depth” \( \tau \), where the time depth denotes the two-way traveltime of vertically propagating P-waves is used to describe the extrapolation depth in time domain; \( (x_1, x_2) \) denotes the midpoint position; \( (h_1, h_2) \) denotes the source-receiver half-offset; \( (x_1, x_2, z = \tau v_{p0}/2) \) denotes the position of an image point in depth domain, where \( v_{p0} \) denotes the vertical velocity of P-waves; \( P(x_1, x_2, h_1 = 0, h_2 = 0, \tau, t = 0) \) denotes the seismic image after the prestack time migration using the exploring reflector imaging condition; \( \tilde{P}(x_1^0, x_2^0, h_1^0, h_2^0, \tau = 0, \omega) \) denotes the frequency-domain single-trace surface seismic data, where the position of the single trace in data space is described by the midpoint position \( (x_1^0, x_2^0) \) and the source-receiver half-offset \( (h_1^0, h_2^0) \); \((k_1, k_2) \) denote the horizontal wavenumber vectors of midpoint and source-receiver half-offset; and \( T \) is the traveltime shift that is expressed by

\[ T(p_{s1}, p_{s2}, p_{g1}, p_{g2}) = \frac{1}{2} (q_s + q_g) \tau v_{p0} + p_{s1} y_{s1} + p_{s2} y_{s2} + p_{g1} y_{g1} + p_{g2} y_{g2}, \]

(2)

where \( (y_{s1}, y_{s2}) = (x_1^0 - h_1^0 - x_1, x_2^0 - h_2^0 - x_2) \) denotes the lateral distance vector between the image point and the source; \( (y_{g1}, y_{g2}) = (x_1^0 + h_1^0 - x_1, x_2^0 + h_2^0 - x_2) \) denotes the lateral distance vector between the image point and the receiver; \( q_s \) and \( q_g \) are the vertical slowness components of source and receiver, which are the functions of the horizontal slowness components; \((p_{s1}, p_{s2}) \) and \((p_{g1}, p_{g2}) \) are the horizontal slowness vectors of source and receiver, which are linearly linked to the half-offset slowness vector \((p_{h1}, p_{h2}) = (k_{h1}/(2\omega), k_{h2}/(2\omega)) \) and the midpoint slowness vector \((p_{m1}, p_{m2}) = (k_{m1}/(2\omega), k_{m2}/(2\omega)) \) by the following relationship:

\[ p_{s1} = p_{s1} - p_{h1}, \]
\[ p_{s2} = p_{s2} - p_{h2}, \]
\[ p_{g1} = p_{s1} + p_{h1}, \]
\[ p_{g2} = p_{s2} + p_{h2}. \]

(3)

Equation 2 represents the traveltime of the plane wave propagating from the source to the image point and back to the receiver. The geometrical explanation of these quantities in equations 1 and 2 is shown in Figure 1.

The integrals in equation 1 can be estimated by the stationary phase method. The stationary point of the phase function in equation 1 corresponds to the local minimum or maximum of the traveltime shift 2. Hence, the stationary point is found from the equations

\[ \frac{\partial q_{(s,g)}}{\partial p_{i(s,g)}} = -\frac{2y_{i(s,g)}}{\tau v_{p0}}, \quad i = 1, 2, \]

(4)

where the vector \((p_{s1}, p_{s2})\), \(q_s\), and \((y_{s1}, y_{s2})\) are either \((p_{h1}, p_{h2})\), \(q_s\), and \((y_{h1}, y_{h2})\) for the source or \((p_{g1}, p_{g2})\), \(q_g\), and \((y_{g1}, y_{g2})\) for the receiver, respectively. Traveltime shift 2 with stationary phase condition 4 describes the exact traveltime of seismic ray from the source to the image point then back to the receiver. Using the stationary phase method, we finally derive the closed-form expression for equation 1 (Appendix A):

\[ P(x_1, x_2, h_1 = 0, h_2 = 0, \tau, t = 0) \approx \frac{1}{4\pi^2 \sqrt{|\lambda_{s1}\lambda_{s2}|}} \frac{\partial^2}{\partial T^2} \tilde{P}(x_1^0, x_2^0, h_1^0, h_2^0, \tau = 0, \tilde{T}) \cos \xi, \]

(5)
which is the single-trace response of the Kirchhoff prestack time migration based on straight rays. Here, \( \hat{\Gamma}(x_1^0, x_2^0, h_1^0, h_2^0, \tau = 0, t) \) denotes the time-domain single-trace seismic data with midpoint \((x_1^0, x_2^0)\) and source-receiver half-offset \((h_1^0, h_2^0)\); \( \hat{\Gamma} \) is the diffraction traveltime of P-waves, \( \hat{T} = T(\hat{p}_{1t}, \hat{p}_{2t}, \hat{p}_{1r}, \hat{p}_{2r}) \), corresponding to traveltime shift 2 under stationary phase condition 4, where \((\hat{p}_{1t}, \hat{p}_{2t})\) and \((\hat{p}_{1r}, \hat{p}_{2r})\) are the horizontal slowness vectors of source and receiver at stationary point; \( \lambda_1 \) and \( \lambda_2 \) are linked to the Gaussian curvatures of the slowness surfaces of the source and receiver; \( \xi \) is the phase shift depending on the signs of principal curvatures of the slowness surfaces of source and receiver. All these quantities are explicitly expressed in terms of the horizontal slowness components of source and receiver. However, it is generally complex to calculate source and receiver slownesses from midpoint and source-receiver offset. In the following two sections, we derive analytic approximations for horizontal slowness components and traveltimes at the stationary points. Because the derivation is valid for source and receiver, we use symbol \((p_1, p_2)\) to represent the horizontal slowness vectors of either source or receiver. In addition, in the following sections (apart from Appendix A), the horizontal slowness components \( p_1 \) and \( p_2 \) and the traveltime \( T \) stand for their values at the stationary point (the tildes above \((p_1, p_2)\) and \( T \) are neglected for convenience).

### SLOVENESS APPROXIMATION AT STATIONARY POINT

Under the acoustic assumption (Alkhalifah, 1998, 2003), the phase and group velocities of P-waves in a homogeneous orthorhombic medium can be normally characterized by Alkhalifah’s (2003) notation including the P-wave vertical velocity \( v_{p0} \); the normal moveout (NMO) velocity \( v_{n0} \) and the anellipticity parameter \( \eta_2 \equiv (\varepsilon_2 - \delta_2) / (1 + 2\delta_2) \) defined in the vertical symmetry \([x, z]\) plane; the NMO velocity \( v_{n1} \) and the anellipticity parameter \( \eta_1 \equiv (\varepsilon_1 - \delta_1) / (1 + 2\delta_1) \) defined in the vertical symmetry \([y, z]\) plane; and the anisotropy parameter \( \delta_i \) defined in the horizontal symmetry \([x, y]\) plane. We slightly modify Alkhalifah’s (2003) notation by introducing the anellipticity parameter \( \eta_1 \equiv (\varepsilon_1 - \delta_1) / (1 + 2\delta_1) \) defined in the horizontal symmetry \([x, y]\) plane instead of the anisotropy parameter \( \delta_3 \) (Appendix B). The similar modifications on Alkhalifah’s (2003) notation may also be seen in Hao and Stovas (2016a, 2016b) and Stovas (2015). As a result, the P-wave vertical slowness component \( q \) is written as a function of the horizontal slowness components \( p_1 \) and \( p_2 \):

\[
q = \frac{1}{v_{p0}(1 + 2\eta_3)} f_1(p_1, p_2) f_2(p_1, p_2),
\]

where

\[
f_1(p_1, p_2) = 1 - (1 + 2\eta_3) v_{n2}^2 p_1^2 - (1 + 2\eta_1) v_{n1}^2 p_2^2 + 2\eta_3 (1 - (1 + 2\eta_2) v_{n2}^2 p_1^2) (1 - (1 + 2\eta_1) v_{n1}^2 p_2^2),
\]

\[
f_2(p_1, p_2) = 1 - 2\eta_2 v_{n2}^2 p_1^2 - 2\eta_1 v_{n1}^2 p_2^2 - 2\Omega v_{n1}^2 v_{n2}^2 p_1^2 p_2^2,
\]

with

\[
\Omega = \left( 1 + \eta_1 + \eta_2 + \eta_3 - \sqrt{1 + 2\eta_1 \sqrt{1 + 2\eta_2 \sqrt{1 + 2\eta_3}}} - 4\eta_1 \eta_2 \eta_3 \right) / (1 + 2\eta_3).
\]

It is worth mentioning that Stovas (2015) defines a new parameter \( \eta_3 \) and replaces the anellipticity parameter \( \eta_1 \) to describe the slowness surface equation for acoustic orthorhombic media. From equations 4 to 9, we can eliminate the vertical slowness component \( q \) and obtain two eighth-order algebraic equations in terms of \( p_1^2 \) and \( p_2^2 \) (see equations C-1 and C-2 in Appendix C). Because there is no exact and analytic formula to express the exact solution to these equations, we seek their approximate solution by defining the following perturbation expansions with respect to the three anellipticity parameters,

\[
p_1^2 = c_0 + \sum_{i=1}^{3} c_i p_i \eta_i + \sum_{i,j=1, i \neq j}^{3} c_{ij} \eta_i \eta_j,
\]

\[
p_2^2 = d_0 + \sum_{i=1}^{3} d_i p_i \eta_i + \sum_{i,j=1, i \neq j}^{3} d_{ij} \eta_i \eta_j,
\]

where \( c_0, c_i, c_{ij}, d_0, d_i \), and \( d_{ij} \) are the undetermined coefficients. All these coefficients are determined in Appendix C by substituting expansions 10 and 11 into the two algebraic equations (see equations C-1 and C-2 in Appendix C). For a given pair of midpoint and half-offset, equations 10 and 11 require the NMO velocities \( (v_{n1}, v_{n2}) \), the three anellipticity parameters \( (\eta_1, \eta_2, \eta_3) \), and the two-
way traveltime $\tau$ of vertically propagating P-waves in an orthorhombic medium. It is worth mentioning that equations 10 and 11 are independent of the velocity $u_{\rho 0}$ of vertically propagating P-waves.

Then, we try to improve the accuracy of approximation for the horizontal slowness component. The magnitude of the horizontal slowness squared $p^2$ is obtained by taking the sum of equations 10 and 11. We use the Shanks transformation (Bender and Orszag [1978], pp. 369–375) to accelerate the convergence of the expansion for $p^2$. Consequently, we find

$$p^2 = G_0 + \frac{G_1^2}{G_1 - G_2},$$

where

$$G_0 = c_0 + d_0,$$

$$G_1 = \sum_{i} (c_i + d_i)\eta_i,$$

$$G_2 = \sum_{i,j=1,i\leq j} (c_{ij} + d_{ij})\eta_i\eta_j.$$

To further calculate the values of $p_1$ and $p_2$, we define a nonphysical azimuth $\alpha$ as

$$\alpha = \arctan(p_1^2/p_2^2),$$

which denotes the azimuth of vector $(p_1^2, p_2^2)$ measured from the $x$-axis. From equations 10 and 11, we find the azimuth $\alpha$ given by

$$\tan \alpha = \frac{c_0 + \sum_{i=1}^3 c_i\eta_i + \sum_{i,j=1,i\leq j} c_{ij}\eta_i\eta_j}{d_0 + \sum_{i=1}^3 d_i\eta_i + \sum_{i,j=1,i\leq j} d_{ij}\eta_i\eta_j}, \quad \alpha \in [0, \pi/2].$$

From these operations, it follows that the horizontal slowness components are given by

$$p_1 = \text{sgn}(y_1)p\sqrt{\cos \alpha},$$

$$p_2 = \text{sgn}(y_2)p\sqrt{\sin \alpha}.$$  

In equations 15 and 16, the operator $\text{sgn}(y_i)$ ($i = 1, 2$) makes sure that the horizontal slowness component $p_i$ ($i = 1, 2$) and the horizontal projection of propagation distance $y_i$ ($i = 1, 2$) always have the same sign. These conditions preserve the horizontal projections of the slowness vector and the ray velocity vector being in the same quadrant of the $[x, y]$ plane.

OFFSET-MIDPOINT TRAVELTIME PYRAMID

For the given midpoint and source-receiver half-offset, explicit expressions for the horizontal slowness components of source and receiver were derived in the previous section. Therefore, substituting the slowness surface equation 6, the diffraction traveltime 2 under the stationary phase condition 4 is written as an analytic function of the midpoint and source-receiver half-offset $T(x_1, x_2, x_1^0, x_2^0, h_0^0, h_0^2, \tau)$

$$T(x_1, x_2, x_1^0, x_2^0, h_0^0, h_0^2, \tau) = \frac{\tau}{2\sqrt{1 + 2p_2}} \left( \sqrt{f_1(p_{s1}, p_{s2})} + \sqrt{f_2(p_{s1}, p_{s2})} \right) + p_{s1}y_{s1} + p_{s2}y_{s2} + p_{s1}y_{s1} + p_{s2}y_{s2}.$$  

This formula is aimed to calculate the traveltime $T$ in the expression for the single-trace response of the Kirchhoff prestack time migration (equation 5). Because $T$ is entirely dependent on the midpoint and the source-receiver half-offset for a single point diffractor $(x_1, x_2, z = u_{\rho 0}\tau/2)$, formula 17 is referred as the offset-midpoint traveltime pyramid for orthorhombic media. For a single diffractor $(x_1, x_2, z = u_{\rho 0}\tau/2)$ in a homogeneous orthorhombic medium, the diffraction traveltime corresponding to the midpoint $(x_1^0, x_2^0)$ and the half-offset $(h_0^0, h_0^2)$ is calculated in equation 17, where the horizontal slowness components $(p_{s1}, p_{s2})$ of source and $(p_{s1}, p_{s2})$ for receiver are calculated from equations 12 to 16; the vector $(y_{s1}, y_{s2})$ between source and midpoint and the vector $(y_{s1}, y_{s2})$ between receiver and midpoint are defined after equation 2. As explained within the text after equation 11, for a given pair of midpoint and half-offset, calculating the horizontal slowness components in formula 17 only requires the NMO velocities ($u_{n1}$ and $u_{n2}$), the three anellipticity parameters ($\eta_1, \eta_2$, and $\eta_3$), and the two-way traveltime $\tau$ of vertically propagating P-waves in an orthorhombic medium. Therefore, formula 17 is independent of the velocity $u_{\rho 0}$ of vertically propagating P-waves.

Until now, we discuss only the case of orthorhombic media with three symmetry planes orthogonal to the axes of acquisition system. To apply the traveltime equation 17 for azimuthal orthorhombic media, the lateral coordinate rotations are required. We assume the lateral position of image point, midpoint and source-receiver half-offsets for such media are denoted by uppercase symbols $(X_1, X_2)$, $(X_1^0, X_2^0)$, and $(H_0^0, H_0^2)$. These coordinates need to be transformed to the corresponding lowercase symbols in formula 17. For instance, the source-receiver offset $(H_0^0, H_0^2)$ is projected to $(h_0^0, h_0^2)$ by the following rotation:

$$h_0^0 = H_0^0 \cos \phi + H_0^2 \sin \phi,$$

$$h_0^2 = -H_0^0 \sin \phi + H_0^2 \cos \phi.$$  

where $\phi$ denotes the azimuth of the $[x, z]$ symmetry plane of an orthorhombic medium in the acquisition system. The functions $(X_1, X_2)$ and $(X_1^0, X_2^0)$ can be obtained in a similar way.

TRAVELTIME PYRAMID FOR 2D VTI MEDIA

The vertical symmetry planes of an orthorhombic medium exhibit transverse isotropy. Therefore, the traveltime pyramid derived in the previous section can be reduced to the traveltime pyramid for homogeneous VTI media. Without loss of generality, we consider the $[x, z]$ plane of a homogeneous VTI medium. In this case, equation 17 is finally reduced to the traveltime pyramid for 2D VTI media (Alkhalifah, 2000b)*
Offset-midpoint traveltime pyramid

\[ T(x, x^0, h^0, \tau) = \frac{\tau}{2} \left( \sqrt{1 - \frac{v_s^2 p_s^2}{1 - 2\nu_s^2 \eta p_s^2}} + \sqrt{1 - \frac{v_g^2 p_g^2}{1 - 2\nu_g^2 \eta p_g^2}} \right) + p_s y_s + p_g y_g, \quad (20) \]

where \( x \) denotes the lateral position of the diffraction point; \( x^0 \) and \( h^0 \) denote the midpoint and the source-receiver half-offset; \( \tau \) denotes the vertical two-way traveltime from the diffraction point to the surface; \( \nu_s \) and \( \eta \) denote the NMO velocity and the anellipticity parameter for the VTI medium; \( y_s = x^0 - h^0 - x \) and \( y_g = x^0 + h^0 - x \) denote the lateral distances from source and receiver to the diffraction point; and \( p_s \) and \( p_g \) denote source and receiver slownesses for a 2D VTI medium.

Equation 21 is obtained from equation 12 with equations 13 and equations C-9–C-29 in Appendix C, and it is first presented by Alkhalifah (2000b).

**NUMERICAL EXAMPLES**

First, we test the accuracy of traveltime formula 17. The relative error in traveltime is measured by the following formula:

\[ E = \left| 1 - \frac{T_{\text{app}}}{T_{\text{exact}}} \right| \times 100\%, \quad (23) \]

where \( T_{\text{app}} \) denotes the approximate traveltime calculated by equation 17 and \( T_{\text{exact}} \) denotes the exact traveltime. The exact traveltime is obtained by the following procedure: (1) to numerically solve the nonlinear equations C-1 and C-2 with equations C-3–C-6 for horizontal slowness components \( p_1 \) and \( p_2 \) for source and receiver, respectively, and (2) to substitute the horizontal slowness components for source and receiver, calculated in the previous step, into the traveltime equation 2.

Figure 2 shows the relative errors of traveltime pyramid along different acquisition azimuths for a homogeneous, elliptically orthorhombic model. For elliptically orthorhombic media, the three anellipticity parameters are zero. The horizontal slownesses for source and receiver, calculated from equations C-1 and C-2, are exact for elliptically orthorhombic media. In this case, traveltime pyramid 17 is reduced to the exact expression. This is verified in Figure 2, which shows that the relative errors of traveltime pyramid 17 are so small for elliptically orthorhombic media. The small relative errors are due to the numerical algorithm when numerically calculating the exact offset-midpoint traveltime pyramid.

Figure 3 shows the relative errors of traveltime pyramid 17 for a homogeneous orthorhombic model with three nonzero anellipticity parameters. Figure 3a and 3d corresponds to the acquisition azimuths coinciding with the two vertical symmetry planes of the orthorhombic model. The two plots show that the relative errors in traveltime are far smaller than 0.1%, and traveltime pyramid 17 is accurate enough in this case. The explanation to this phenomenon is that only one anellipticity parameter (\( \eta_1 \) or \( \eta_2 \)) affects the accuracy of traveltime pyramid 17 when the acquisition azimuth coincides with one of the vertical symmetry planes of orthorhombic media. Figure 3a and 3d also proves the high accuracy of the traveltime pyramid formula for VTI media (Alkhalifah, 2000b). For the acquisition azimuth off the vertical symmetry planes of orthorhombic media, however, Figure 3b and 3c illustrates that the relative error of traveltime pyramid 17 increases significantly. This is because all three anellipticity parameters affect the accuracy of traveltime pyramid 17, when the acquisition azimuth does not coincide with the vertical symmetry planes of orthorhombic media. The comparison between Figures 2 and 3 illustrate that the accuracy of traveltime pyramid 17 is significantly affected by the three anellipticity parameters when the acquisition azimuth is off the vertical symmetry planes of an orthorhombic medium.

Figure 4 illustrates the offset-midpoint traveltime for different acquisition azimuths. The peak of diffraction traveltime surfaces correspond to the vertical two-way traveltime from the diffractor to the acquisition surface. It is obvious that NMO velocity parameters and

![Figure 2](image-url)
The anellipticity parameters affect the shape of traveltime surface. We can see that the offset-midpoint traveltime is anisotropic.

Figure 5 shows the migration isochrones for the common-offset prestack time-domain Kirchhoff’s migration using the proposed traveltime formula 17. The migration isochrones are composed of diffractors, which have the same diffraction time for a fixed pair of source and receiver. Each time sampling in a single trace is mapped along the migration isochrones. The seismic image is the diffraction superposition of all mapped data in subsurface. We can see that for the vertical orthorhombic media, the azimuthal variation of migration isochrones happens when the propagation direction of P-waves is away from the vertical direction. This indicates that the anisotropic effect can be obvious in the migration image only for moderate and large offset surface data if we do not consider the lateral variations of models.

The traveltime pyramid 17 can be implemented to calculate the P-wave reflection traveltime in a horizontal orthorhombic layer. Figures 6, 7, 8, and 9 show the accuracy comparison between the traveltime pyramid 17 and the nonhyperbolic moveout approximation (Xu et al., 2005; Vasconcelos and Tsvankin, 2006). This indicates that the traveltime pyramid 17 is more accurate than the nonhyperbolic moveout approximation for orthorhombic media with weak to strong anisotropy. As we note in the second example, the three anellipticity parameters significantly affect the accuracy of the reflection traveltime approximation. For relatively small values of anellipticity parameters, the traveltime formula 17 is accurate enough. However, the accuracy obviously decreases when increasing the values of anellipticity parameters. This means that the proposed traveltime approximation is valid for orthorhombic media with weak to moderate anellipticity.

**DISCUSSION**

With the aid of the stationary phase method, the single trace response of the phase-shift migration (equation 1) becomes equation 5, which can be used directly for the Kirchhoff prestack time migration. The amplitude term in equation 5 corresponds to the geometric spreading of seismic rays. The phase term in this equation is dependent on the diffraction traveltime if we do not consider the influence of $\xi$. The amplitude and traveltime of the migration operator are expressed in terms of the horizontal slowness components of source and receiver. In this paper, we mainly present an analytic formula for the diffraction traveltime of P-waves in orthorhombic media in terms of midpoint and source-receiver parameters.

Figure 3. The relative error of the traveltime pyramid formula along the acquisition azimuths (a) $0$, (b) $\pi/6$, (c) $\pi/3$, and (d) $\pi/2$ in an orthorhombic medium. The functions $\chi^0$ and $h^0$ denote the midpoint and offset along an acquisition azimuth. The medium parameters include the P-wave vertical velocity $v_p = 3$ km/s; NMO velocities $v_n = 3.5$ km/s and $v_n = 2.5$ km/s; anellipticity parameters $\eta_1 = 0.1$, $\eta_2 = 0.3$, and $\eta_3 = 0.2$. The single diffraction point is located behind the coordinate origin. The minimum zero-offset two-way traveltime is $\tau = 0.667$ s.

Figure 4. The offset-midpoint traveltime pyramids along the acquisition azimuths (a) $0$, (b) $\pi/6$, (c) $\pi/3$, and (d) $\pi/2$ in an orthorhombic medium. The values $\chi^0$ and $h^0$ denote the midpoint and offset along an acquisition azimuth. The medium parameters include the P-wave vertical velocity $v_p = 3$ km/s; NMO velocities $v_n = 3.5$ km/s and $v_n = 2.5$ km/s; anellipticity parameters $\eta_1 = 0.1$, $\eta_2 = 0.3$, and $\eta_3 = 0.2$. The single diffraction point is located behind the coordinate origin. The minimum zero-offset two-way traveltime is $\tau = 0.667$ s. All plots are illustrated in the same color scale.
half-offset. In this process, the horizontal slowness components of source and receiver are analytically linked to the midpoint and source-receiver half-offset using a perturbation theory and the Shanks transform. The relevant derivations are shown in the “Slowness approximation at stationary point” section. The slowness

Figure 5. The migration isochrones along different acquisition azimuths in a homogeneous orthorhombic media. The source-receiver offset is taken as 0.5 km. The lateral axis $x$ is the spatial position. The vertical axis $\tau$ is the two-way vertical traveltime describing the time depth of a point diffractor. The medium parameters are the same as in Figure 3.

Figure 6. The relative error comparison between (a) the nonhyperbolic moveout approximation (Xu et al., 2005; Vasconcelos and Tsvankin, 2006) and (b) approximation 17 for the P-wave traveltime in a horizontal reflector in a 3D orthorhombic medium. The lateral coordinates $h_1^0$ and $h_2^0$ denote the projections of source-receiver half-offset on $x$- and $z$-axes. The model parameters include $v_{p0} = 3$ km/s, $v_{n1} = 3.5$ km/s, $v_{n2} = 2.5$ km/s, $\eta_1 = 0.1$, $\eta_2 = 0.1$, and $\eta_3 = 0.1$. The principal axes of orthorhombic model coincide with the acquisition axes. The zero-offset two-way traveltime is $\tau = 0.667$ s.

Figure 7. Similar to Figure 6, but the anellipticity parameters of orthorhombic model are $\eta_1 = 0.2$, $\eta_2 = 0.2$, and $\eta_3 = 0.2$.

Figure 8. Similar to Figure 6, but the anellipticity parameters of orthorhombic model are $\eta_1 = 0.2$, $\eta_2 = 0.2$, and $\eta_3 = 0.3$. 
approximation presented in this section is also helpful for determining the amplitude term in equation 5 because Gaussian curvatures $\lambda_1$ and $\lambda_2$ are related to the second-order derivatives of vertical slowness with respect to the horizontal slowness (see equation A-13 with equations A-5 and 6–9). This means that for the given midpoint and source-receiver half-offset, calculating amplitude can be achieved in an entirely analytic and straightforward way similar to calculating traveltime, although it is relatively complex compared with the traveltime. Meanwhile, we note that for vertical orthorhombic media, the vertical velocity parameter $v_{p0}$ can be eliminated in the expressions for amplitude and traveltime. This indicates that Kirchhoff prestack time migration of P-waves in vertical orthorhombic media requires only seven independent parameters (including two-way zero-offset traveltime $\tau$, NMO velocities $v_{nl1}$ and $v_{nl2}$, three anellipticity parameters $\eta_1$, $\eta_2$, $\eta_3$, and the azimuth $\phi$ of an orthorhombic medium). For homogeneous orthorhombic media, these parameters except $\tau$ are the real medium parameters. For heterogeneous orthorhombic media, all these parameters are effective parameters that are inverted by the moveout velocity analysis (Grechka and Tsvankin, 1999; Vasconcelos and Tsvankin, 2006; Yan and Tsvankin, 2008). An example of Kirchhoff prestack time-domain migration for VTI media is shown in Alkhalilah (2000b).

"Numerical examples" section shows that the anellipticity of orthorhombic media strongly affects the accuracy of the offset-midpoint traveltime approximation when the source-receiver half-offset and the lateral distance between the midpoint and the point diffractor are very large: the stronger the anellipticity, the less accurate the traveltime approximation. To purge a more accurate traveltime, we may continue to determine the third-order expansions of the horizontal slowness components squared with respect to the anellipticity parameters, which is a direct extension of the method introduced in Appendix A. We may use the Shanks transform to improve the accuracy of the third-order expansions. In this case, application of the Shanks transform can also be seen in (Bender and Orszag [1978], pp. 369–375). Once the horizontal slowness components are obtained, we may use equation 17 to calculate the traveltime. As an alternative, we may also numerically calculate the horizontal slowness components for source and receiver. In Appendix C, equations C-1 and C-2 are two nonlinear algebraic equations with respect to the horizontal slowness squared. We may adopt iterative numerical methods, such as Gaussian-Newton method and conjugate gradient method to solve the equations C-1 and C-2. The analytic and exact horizontal slowness components for an elliptically background, which are obtained by setting $\eta_1 = \eta_2 = \eta_3 = 0$ in equations C-7 and C-8, may be used as the initial values of the horizontal slowness components for the iterative numerical methods.

The formulas for amplitude and traveltime derived in this paper can also be used in the angle-domain prestack time migration. Compared with the conventional time migration discussed above, the angle-domain prestack time migration requires the offset-to-angle mapping of seismic image. In this process, the local scattering angle and azimuth are calculated from the slowness vectors of source and receiver (Cheng et al., 2011, 2012; Sun and Sun 2015). In this paper, we show that the horizontal slowness components of source and receiver can be analytically expressed in terms of the coordinates of midpoint and source-receiver half-offset. From slowness surface equation 6 with equations 7–9, the vertical slowness component can be further obtained from the horizontal slowness components. Therefore, the offset-to-angle mapping of the seismic image can be eventually achieved. The last example in the “Numerical examples” section illustrates the accuracy of approximate formulas 15 and 16 for horizontal slowness components in vertical orthorhombic media with weakly or moderate anisotropy. This guarantees the accuracy of offset-to-angle mapping if we do not consider the error in the model parameters. Similar to Kirchhoff prestack time migration discussed in the previous paragraph, the vertical velocity parameter $v_{p0}$ is not required for angle-domain Kirchhoff prestack time migration.

CONCLUSION

With the aid of a perturbation theory and the Shanks transform, we derive an analytic offset-midpoint traveltime formula from the single trace response of the phase-shift midpoint-offset migration using the stationary phase approximation. The formula is valid for homogeneous orthorhombic media with weak to moderate anellipticity. Also, the formula may be used in the prestack time-domain Kirchhoff migration in heterogeneous orthorhombic media, in which the medium parameters are replaced by their effective parameters obtained from the semblance-based velocity analysis.
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Figure 9. Similar to Figure 6, but the anellipticity parameters of orthorhombic model are $\eta_1 = 0.3$, $\eta_2 = 0.3$, and $\eta_3 = 0.3$. 
APPENDIX A

KIRCHHOFF’S PRESTACK TIME MIGRATION

In this section, we derive a closed-form expression for the single-trace response of the prestack time-domain phase-shift migration using the stationary phase method. We adopt the special Fourier transform convention used in Yilmaz and Claerbout (1980), Alkhalifah (2000a), Yilmaz (2001, p. 156), and Hao et al. (2015) neglecting the factor 1/(2π) in front of the inverse of Fourier transform for convenience. The stationary phase method for oscillatory integrals is discussed by Bleistein and Handelsman (1986) in detail.

We change the offset-midpoint domain phase-shift migration 1 of a single trace back to the source-receiver domain (Hao et al., 2015),

\[ P(x_1, x_2, h_1 = 0, h_2 = 0, \tau, \omega = 0, t = 0) \]
\[ = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{P}(x_1^0, x_2^0, h_1^0, h_2^0, \tau = 0, \omega) \times \exp(i\omega T) \, dx_1 \, dx_2 \, dh_1 \, dh_2, \]

(A-1)

where \( (k_1, k_2) = \omega(p_{11}, p_{12}) \) and \( (k_1, k_2) = \omega(p_{21}, p_{22}) \) are the vectors of horizontal wavenumbers of source and receiver. \( (p_{11}, p_{12}) \) and \( (p_{21}, p_{22}) \) are the corresponding horizontal slowness vectors and \( T \) is the plane wave traveltime given by equation 2.

The stationary phase method requires the first-order derivative of \( \omega T \) with respect to the horizontal wavenumbers of source and receiver equal to zero. From the traveltime expression 2, we find the following stationary phase condition:

\[ \frac{\partial q_{(i,g)}}{\partial p_{(i,g)}} = -\frac{2y_{(i,g)}}{\tau \nu p_0}, \quad i = 1, 2, \]

(A-2)

where subscripts \( s \) and \( g \) correspond to source and receiver, respectively, the expressions for \( y_{(i,g)} \) are given after equation 2. The P-wave slownesses for the source and receiver are given at the stationary point \( (\tilde{p}_{11}, \tilde{p}_{12}, \tilde{q}_{11}, \tilde{q}_{12}) \) can be uniquely determined from equation A-2 and the slowness surface equation. For orthorhombic media, the slowness surface equation is given by equations 6–9.

We expand the plane-wave traveltime function \( T \) in equation A-1 to second order at the stationary point

\[ T \approx \tilde{T} + \frac{1}{2}(p_s - \tilde{p}_s)T_{ss}(p_s - \tilde{p}_s)^T + \frac{1}{2}(p_g - \tilde{p}_g)T_{gg}(p_g - \tilde{p}_g)^T, \]

(A-3)

where \( p_s = (p_{s1}, p_{s2}) \) and \( p_g = (p_{g1}, p_{g2}) \) denote the horizontal slowness vectors of plane waves for source and receiver, respectively; \( \tilde{p}_s = (\tilde{p}_{s1}, \tilde{p}_{s2}) \) and \( \tilde{p}_g = (\tilde{p}_{g1}, \tilde{p}_{g2}) \) denote the horizontal slowness vectors for source and receiver, respectively, satisfying the stationary phase condition A-2; \( \tilde{T} = T(\tilde{p}_{s1}, \tilde{p}_{s2}, \tilde{p}_{g1}, \tilde{p}_{g2}) \) denotes the traveltime at stationary point, which is identical to the diffraction traveltime of seismic rays; and \( T_{ss} \) and \( T_{gg} \) are symmetric matrices of second-order traveltime derivatives,

\[ T_{ss} = \begin{pmatrix} \frac{\partial^2 T}{\partial p_{s1}^2} & \frac{\partial^2 T}{\partial p_{s1} \partial p_{s2}} \\ \frac{\partial^2 T}{\partial p_{s1} \partial p_{s2}} & \frac{\partial^2 T}{\partial p_{s2}^2} \end{pmatrix}, \]

\[ T_{gg} = \begin{pmatrix} \frac{\partial^2 T}{\partial p_{g1}^2} & \frac{\partial^2 T}{\partial p_{g1} \partial p_{g2}} \\ \frac{\partial^2 T}{\partial p_{g1} \partial p_{g2}} & \frac{\partial^2 T}{\partial p_{g2}^2} \end{pmatrix}. \]

(A-4)

Substituting the traveltime equation 2, the elements in matrices in equation A-4 are expressed in terms of the horizontal slowness components of the source and receiver,

\[ \frac{\partial^2 T}{\partial p_{(i,g)} \partial p_{(j,g)}} = \frac{\tau \nu p_0}{2} \frac{\partial^2 q_{(i,g)}}{\partial p_{(i,g)} \partial p_{(j,g)}}, \quad i, j = 1, 2. \]

(A-5)

We consider the eigen decomposition of symmetric matrices \( T_{ss} \) and \( T_{gg} \),

\[ T_{ss} = Q_s \lambda_s Q_s^T, \quad T_{gg} = Q_g \lambda_g Q_g^T, \]

(A-6)

where \( Q_s \) and \( Q_g \) are the orthogonal matrices composed of the eigenvectors of \( T_{ss} \), \( T_{gg} \); \( \lambda_s \) and \( \lambda_g \) are the diagonal matrices composed of the eigenvalues of \( T_{ss} \), \( T_{gg} \),

\[ \lambda_s = \begin{pmatrix} \lambda_{s1} \\ \lambda_{s2} \end{pmatrix}, \quad \lambda_g = \begin{pmatrix} \lambda_{g1} \\ \lambda_{g2} \end{pmatrix}. \]

(A-7)

where matrices \( \lambda_s \) and \( \lambda_g \) are real valued and linked to the principal curvatures of the slowness surfaces for the source and receiver.

Let us introduce two vectors \( \mu_s = (\mu_{s1}, \mu_{s2}) \), \( \mu_g = (\mu_{g1}, \mu_{g2}) \) defined by

\[ \mu_s^T = Q_s^T(p_s - \tilde{p}_s)^T, \quad \mu_g^T = Q_g^T(p_g - \tilde{p}_g)^T, \]

(A-8)

such that traveltime equation A-3 can be rewritten as

\[ T \approx \tilde{T} + \frac{1}{2} \lambda_{s1} \mu_{s1}^2 + \frac{1}{2} \lambda_{s2} \mu_{s2}^2 + \frac{1}{2} \lambda_{g1} \mu_{g1}^2 + \frac{1}{2} \lambda_{g2} \mu_{g2}^2, \]

(A-9)

and the integration variables in A-1 can be changed

\[ P(x_1, x_2, h_1 = 0, h_2 = 0, \tau, \omega = 0) \]
\[ = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \omega^4 \tilde{P}(x_1^0, x_2^0, h_1^0, h_2^0, \tau = 0, \omega) \times \exp(i\omega T) \, dx_1 \, dx_2 \, dh_1 \, dh_2, \]

(A-10)

Considering the fact that

\[ \int_{-\infty}^{\infty} \exp(i\nu u^2) \, du = \sqrt{\pi/|\nu|} \exp\left(\frac{1}{4} \nu i \text{sgn} \lambda \right), \]

(A-11)

and equation A-9, equation A-10 is approximated by

\[ P(x_1, x_2, h_1 = 0, h_2 = 0, \tau, t = 0) \approx \frac{1}{4\pi^2 \sqrt{|\lambda_{s1} \lambda_{g2}|}} \frac{\partial^2}{\partial T^2} \tilde{P}(x_1^0, x_2^0, h_1^0, h_2^0, \tau = 0, \tilde{T}) \cos \xi. \]

(A-12)
where \( \lambda_s \) and \( \lambda_g \) are linked to the Gaussian curvatures of the slowness surfaces for the source and receiver:

\[
\lambda_s = \lambda_{s1}\lambda_{s2} = \left( \frac{\partial^2 T}{\partial p_{s1}^2} \frac{\partial^2 T}{\partial p_{s2}^2} - \left( \frac{\partial^2 T}{\partial p_{s1} \partial p_{s2}} \right)^2 \right)_{p_{s1} = \hat{p}_{s1}, p_{s2} = \hat{p}_{s2}},
\]

\[
\lambda_g = \lambda_{g1}\lambda_{g2} = \left( \frac{\partial^2 T}{\partial p_{g1}^2} \frac{\partial^2 T}{\partial p_{g2}^2} - \left( \frac{\partial^2 T}{\partial p_{g1} \partial p_{g2}} \right)^2 \right)_{p_{g1} = \hat{p}_{g1}, p_{g2} = \hat{p}_{g2}},
\]

\[
(A-13)
\]

and the phase shift \( \xi \) is given by

\[
\xi = \pi + \frac{\pi}{4} \left( \text{sgn}(\lambda_{s1}) + \text{sgn}(\lambda_{s2}) + \text{sgn}(\lambda_{g1}) + \text{sgn}(\lambda_{g2}) \right).
\]

\[
(A-14)
\]

Formula A-12 describes the single-trace response of Kirchhoff prestack time migration for general homogeneous anisotropic media through mapping the time-domain seismic data at surface \((\tau = 0)\) to subsurface. For a given pair of midpoint and source-receiver offset, the Gaussian curvatures \( \lambda_s \) and \( \lambda_g \) and traveltimes \( T \) need the source and receiver slownesses that are preliminarily estimated from the stationary phase condition A-2 and the slowness surface equation for the considered anisotropic media. The process of estimating source and receiver slownesses is generally not straightforward. The main reason is that there is no exact and explicit expression for phase propagation direction in terms of the group propagation direction in general anisotropic media.

APPENDIX B

THE MODIFIED ALKHALIFAH’S NOTATION FOR ACOUSTIC ORTHORHOMBIC MEDIA

The Alkhalifah’s (2003) notation is used to describe an acoustic orthorhombic medium. For this set of parameters, the S-wave velocity along its principal axis is assumed to be zero. Therefore, only six independent parameters are required to describe P-wave kinematics. We slightly modify the Alkhalifah’s notation for acoustic orthorhombic media:

\[
u_{p0} \equiv \sqrt{a_{33}},
\]

\[
(B-1)
\]

\[
\eta_1 \equiv \frac{\varepsilon_1 - \delta_1}{1 + 2\delta_1} = \frac{a_{22}(a_{33} - a_{44})}{2(a_{22}^2 + 2a_{23}a_{44} + a_{33}a_{44})} - \frac{1}{2},
\]

\[
(B-2)
\]

\[
\eta_2 \equiv \frac{\varepsilon_2 - \delta_2}{1 + 2\delta_2} = \frac{a_{11}(a_{33} - a_{55})}{2(a_{12}^2 + 2a_{13}a_{55} + a_{33}a_{55})} - \frac{1}{2},
\]

\[
(B-3)
\]

\[
\eta_3 \equiv \frac{\varepsilon_1 - \varepsilon_2}{(1 + 2\delta_1)(1 + 2\delta_2)} = \frac{a_{22}(a_{11} - a_{66})}{2(a_{12}^2 + 2a_{12}a_{66} + a_{11}a_{66})} - \frac{1}{2},
\]

\[
(B-4)
\]

\[
u_{p1} \equiv \nu_{p0}\sqrt{1 + 2\delta_1} = \sqrt{\frac{a_{33}^2 + 2a_{23}a_{44} + a_{33}a_{44}}{a_{33} - a_{44}}},
\]

\[
(B-5)
\]

\[
u_{p2} \equiv \nu_{p0}\sqrt{1 + 2\delta_2} = \sqrt{\frac{a_{33}^2 + 2a_{13}a_{55} + a_{33}a_{55}}{a_{33} - a_{55}}},
\]

\[
(B-6)
\]

where \( a_{ij} \) denotes the density-normalized stiffness coefficients in Voigt notation; \( \nu_{p0} \) denotes the phase velocity of VTI (z-axis); subscripts 1, 2, 3 except for \( a_{ij} \) correspond to the \([y, z], [x, z], \) and \([x, y]\) symmetry planes of an orthorhombic medium, respectively; \( \varepsilon_i \) (\( i = 1, 2 \)) and \( \delta_i \) (\( i = 1, 2, 3 \)) are the Thomsen-type parameters for orthorhombic media (Tsvankin, 1997); \( \eta_i \) (\( i = 1, 2, 3 \)) denote the anellipticity parameters (Grechka and Tsvankin, 1999); and \( \nu_{n1} \) (i 1, 2) denote the NMO velocities.

APPENDIX C

THE PERTURBATION EXPANSIONS OF HORIZONTAL SLOWNESS SQUARED

In this appendix, we derive the perturbation expansions of the horizontal slowness squared defined in equations 10 and 11.

Substituting equation 6 with 7 and 8 into equation 4 allows us to derive two algebraic equations:

\[
a(1 + 2\eta_3)AB^3 - p_1^2\nu_{n2}^4C^2 = 0, \quad (C-1)
\]

\[
b(1 + 2\eta_3)AB^3 - p_2^2\nu_{n1}^4D^2 = 0, \quad (C-2)
\]

where \( a = (2\eta_1/r)^2 \) and \( b = (2\eta_2/r)^2 \); and

\[
A = (1 + 2\eta_3)(1 - \nu_{n2}^2p_1^2(1 + 2\eta_2) - \nu_{n1}^2p_2^2(1 + 2\eta_1)) + 2\nu_{n1}^2\nu_{n2}^2p_1^2p_2^2\eta_3(1 + 2\eta_1)(1 + 2\eta_2), \quad (C-3)
\]

\[
B = 1 - 2\nu_{n2}^2p_1^2\eta_2 - 2\nu_{n1}^2p_2^2\eta_1 - \Omega\nu_{n1}^2\nu_{n2}^2p_1^2p_2^2, \quad (C-4)
\]

\[
C = 1 + 2\eta_3 + p_1^2\nu_{n1}^4(1 + 2\eta_1)(4\eta_1\eta_3(1 + 2\eta_2) + \Omega(1 + 2\eta_3)) - p_2^2\nu_{n1}^2(2\eta_1 - \eta_2) + 2\eta_3(1 + 4\eta_1 + 4\eta_1\eta_2) + \Omega(1 + 2\eta_3), \quad (C-5)
\]

\[
D = 1 + 2\eta_3 + p_1^2\nu_{n2}^4(1 + 2\eta_2)(4\eta_2\eta_3(1 + 2\eta_1) + \Omega(1 + 2\eta_3)) - p_2^2\nu_{n2}^2(2\eta_2 - \eta_1) + 2\eta_3(1 + 4\eta_2 + 4\eta_1\eta_2) + \Omega(1 + 2\eta_3). \quad (C-6)
\]

In equations C-4–C-6, the expression for \( \Omega \) is given in equation 9. Equations C-1 and C-2 are two eighth-order algebraic equations in terms of \( p_1^2 \) and \( p_2^2 \). It is difficult to obtain analytic and simple solutions for these equations. We use perturbation theory to seek approximate solutions of equations C-1 and C-2. As shown in equations 10 and 11, we define the perturbation expansions of \( p_1^2 \) and \( p_2^2 \) with respect to anellipticity parameters \( \eta_i, i = 1, 2, 3 \).
\[p_1^2 = c_0 + \sum_{i=1}^{3} c_i \eta_i + \sum_{i,j=1, i \neq j}^{3} c_{ij} \eta_i \eta_j, \quad \text{(C-7)}\]

\[p_2^2 = d_0 + \sum_{i=1}^{3} d_i \eta_i + \sum_{i,j=1, i \neq j}^{3} d_{ij} \eta_i \eta_j, \quad \text{(C-8)}\]

where \(c_0, c_i, c_{ij}, d_0, d_i, \) and \(d_{ij}\) are the undetermined perturbation coefficients. Substituting perturbations \(C-7\) and \(C-8\) into equations \(C-1\) and \(C-2\), we can obtain two new second-order expansions with respect to the three anellipticity parameters \(\eta_i\). Because all coefficients in the two expansions are equal to zero, we can determine the coefficients defined in equations \(C-7\) and \(C-8\). The explicit expressions for these coefficients are shown as follows.

The expressions for the coefficients in equation \(C-7\) are given by

The zero-order coefficient:

\[c_0 = v_{n1}^{-2} \kappa^{-1} a v_{n1}^2. \quad \text{(C-9)}\]

The first-order coefficients:

\[c_1 = 2 \kappa^{-3} a b v_{n1}^2 (a v_{n1}^2 + b v_{n2}^2 - 2 v_{n1} v_{n2}^2), \quad \text{(C-10)}\]

\[c_2 = -2 \kappa^{-3} a v_{n2}^2 a v_{n1}^2 + a v_{n1}^2 (3 b + 4 a v_{n1}^2) v_{n2}^2 + 2 b(b^2 + v_{n1}^2) v_{n2}^2, \quad \text{(C-11)}\]

\[c_3 = -2 \kappa^{-3} a b v_{n1}^2 (a v_{n1}^2 - 2(b + v_{n1}^2) v_{n2}^2). \quad \text{(C-12)}\]

The second-order coefficients:

\[c_{11} = \kappa^{-5} a b v_{n1}^2 (-4 a v_{n1}^4 + a^2 v_{n1}^2 v_{n2}^2 - 8 b + 9 v_{n1}^2) + a v_{n2}^2 (-4 b - 25 b v_{n1}^2 + 15 a v_{n1}^2) + 2 a v_{n2}^2 (17 b^2 + 20 b v_{n1}^2 + a v_{n1}^2), \quad \text{(C-13)}\]

\[c_{22} = \kappa^{-5} a v_{n2}^2 a v_{n1}^2 (4 a^2 v_{n1}^4 + 20 a v_{n1}^4 v_{n2}^2 + 6 b + v_{n1}^2) + a^2 v_{n1}^4 v_{n2}^2 (40 b^2 + 109 b v_{n1}^2 + 88 a v_{n1}^4) + a b v_{n1}^2 v_{n2}^2 (36 b + 79 a v_{n1}^2) + 2 b v_{n2}^2 (b + v_{n1}^2)^2 (6 b + v_{n1}^2), \quad \text{(C-14)}\]

\[c_{33} = \kappa^{-5} a b v_{n1}^2 v_{n2}^2 (a^2 v_{n1}^4 (28 b + 9 v_{n1}^2) + a v_{n1}^4 v_{n2}^2 (b + v_{n1}^2) (-40 b + 3 v_{n1}^2) + 2 v_{n2}^2 (2 b - 3 v_{n1}^2) (b + v_{n1}^2)^2), \quad \text{(C-15)}\]

\[c_{12} = -2 \kappa^{-5} a b v_{n1}^2 v_{n2}^2 (a^2 v_{n1}^4 (4 b + 29 v_{n1}^2) + a v_{n1}^2 v_{n2}^2 (8 b^2 + 15 b v_{n1}^2 - 41 a v_{n1}^2) + 2 v_{n2}^2 (b + v_{n1}^2) (2 b^2 - 9 b v_{n1}^2 + 4 a v_{n1}^2)), \quad \text{(C-16)}\]

\[c_{13} = 2 \kappa^{-5} a b v_{n1}^2 (2 a^2 v_{n1}^4 - a^2 v_{n1}^4 v_{n2}^2 (10 b + 9 a v_{n1}^2) + a v_{n1}^2 v_{n2}^4 (-8 b^2 + 31 b v_{n1}^2 - 9 v_{n1}^4) + 2 v_{n2}^2 (b + v_{n1}^2) (2 b^2 - 9 b v_{n1}^2 + v_{n1}^4)). \quad \text{(C-17)}\]

\[c_{23} = 2 \kappa^{-5} a b v_{n1}^2 v_{n2}^2 (a^2 v_{n1}^4 (10 b + 29 v_{n1}^2) + a v_{n1}^2 v_{n2}^2 (2 b - 41 b v_{n1}^2) (b + v_{n1}^2) + 2 v_{n2}^2 (-4 b + v_{n1}^2) (b + v_{n1}^2)^2). \quad \text{(C-18)}\]

In equations \(C-9\)–\(C-18\), the quantity \(\kappa\) is given by

\[\kappa = a v_{n1}^2 + b v_{n2}^2 + 4 a v_{n1}^2 v_{n2}^2. \quad \text{(C-19)}\]

The expressions for the coefficients in expansion \(C-8\) are given by the zero-order coefficient:

\[d_0 = v_{n1}^{-2} \kappa^{-1} b v_{n2}^2. \quad \text{(C-20)}\]

The first-order coefficients:

\[d_1 = -2 \kappa^{-3} a v_{n1}^2 b v_{n2}^2 (2 a^2 v_{n1}^4 + a v_{n1}^2 v_{n2}^2 (3 b + 2 a v_{n1}^2) + b v_{n2}^2 (b + 4 a v_{n1}^2)), \quad \text{(C-21)}\]

\[d_2 = 2 \kappa^{-3} a b v_{n2}^2 (a v_{n1}^2 + b v_{n2}^2 (b - 2 a v_{n1}^2)), \quad \text{(C-22)}\]

\[d_3 = 2 \kappa^{-3} a b v_{n2}^2 (-b v_{n2}^2 + 2 a v_{n1}^2 (a + v_{n1}^2)). \quad \text{(C-23)}\]

The second-order coefficients:

\[d_{11} = 2 \kappa^{-5} a v_{n1}^2 b v_{n2}^2 (12 a^4 v_{n1}^8 + 3 a^3 b v_{n1}^2 v_{n2}^2 (18 b + 13 a v_{n1}^2) + a^2 v_{n1}^4 v_{n2}^2 (40 b^2 + 115 b v_{n1}^2 + 16 a v_{n1}^4) + a v_{n1}^2 v_{n2}^2 (20 b^3 + 109 b^2 v_{n1}^2 + 79 b v_{n1}^4 + 2 a v_{n1}^6) + 4 b v_{n2}^2 (b^2 + 5 b v_{n1}^2 + 22 a v_{n1}^4)), \quad \text{(C-24)}\]

\[d_{22} = 2 \kappa^{-5} a b v_{n2}^2 (-2 a^2 v_{n1}^4 (2 b + 17 v_{n1}^2) + a v_{n2}^2 (-8 b^2 - 25 b v_{n1}^2 + 40 a v_{n1}^4) + a v_{n2}^2 (b + v_{n1}^2) (-4 b^2 + 13 b v_{n1}^2 + 2 a v_{n1}^4)), \quad \text{(C-25)}\]

\[d_{33} = 2 \kappa^{-5} a b v_{n1}^2 v_{n2}^2 (4 a^3 v_{n1}^8 + 2 a^2 v_{n1}^4 v_{n2}^2 (-20 b + v_{n1}^2) + a v_{n1}^2 (28 b^2 - 37 b v_{n1}^2 - 8 a v_{n1}^4) + 3 b v_{n2}^2 (3 b - 2 a v_{n1}^2) (b + v_{n1}^2)), \quad \text{(C-26)}\]

\[d_{12} = -2 \kappa^{-5} a b v_{n1}^2 v_{n2}^2 (4 a^3 v_{n1}^8 + 2 a^2 v_{n1}^4 v_{n2}^2 (4 b - 7 v_{n1}^2) + a v_{n1}^2 (4 b^2 + 15 b v_{n1}^2 - 16 a v_{n1}^4) + v_{n2}^2 (29 b^2 - 41 b v_{n1}^2 + 2 a v_{n1}^4)), \quad \text{(C-27)}\]

\[d_{13} = 2 \kappa^{-5} a b v_{n1}^2 v_{n2}^2 (-8 a^3 v_{n1}^8 + 2 a^2 v_{n1}^4 v_{n2}^2 (b - 7 v_{n1}^2) + a v_{n1}^2 (4 b^2 - 4 a v_{n1}^4) (10 b + v_{n1}^2) + v_{n2}^2 (29 b^2 - 41 b v_{n1}^2 + 2 a v_{n1}^4)). \quad \text{(C-28)}\]
\[
d_{23} = 2\kappa^2 ab\nu_{n1}^3 (4a^2\nu_{n1}^4 - 2a^2\nu_{n1}^2 - 2b^2\nu_{n1}^2 + 3b^2\nu_{n1}^2) \\

- a\nu_{n1}^2\nu_{n2}^4 (10b^2 - 31b\nu_{n1}^2 + 16\nu_{n1}^4) \\

+ \nu_{n2}^6 (2b^3 - 9b^2\nu_{n1}^2 - 9b\nu_{n1}^4 + 2\nu_{n1}^6). \tag{C-29}
\]

In equations C-20–C-29, the quantity \( \kappa \) is given in equation C-19.
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